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Abstract 
The diagnosis of benign and malignant brain tumors from MRI images is a fundamental challenge 

in Artificial Intelligence and Biomedical Engineering, as the early identification of these lethal 

lesions plays a decisive role in improving patient outcomes and survival. This research presents a 

comprehensive system for the automatic segmentation and classification of brain tumors using 

advanced image processing and machine learning techniques. The dataset used is BraTS, which 

includes standardized MRI images with uniform intensity, brightness, and color distribution. The 

proposed method, by utilizing optimal preprocessing, multi-scale feature extraction, and a fine-

tuned machine learning model, achieved superior performance compared to previous methods. 

Evaluation results indicate a segmentation accuracy (Dice Score) of 93.62%, a Mean Squared 

Error (MSE) of 0.85, a Peak Signal-to-Noise Ratio (PSNR) of 41.70 dB, and a sensitivity of 

84.66%. This performance introduces the proposed system as an accurate and reliable tool for 

early diagnosis and tumor segmentation in clinical applications. 

Keywords: classification, glial brain tumors, deep neural network, ConvNet, Brownian 

curve 
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 منحنی و ConvNet عمیق عصبی شبکه پایه بر مغز گلیوما تومورهای بندیطبقه
 براونی

 .ایران مشهد، )ع(، رضا امام المللیبین دانشگاه پزشکی، مهندسی ارشد کارشناسی زارعی علیرضا
  

 .ایران شیراز، آپادانا، عالی آموزش سسهؤم پژشکی، مهندسی کارشناسی دانشجوی ذاکری فاطمه

 

 چکیده
 زیرا است؛ پزشکی مهندسی و مصنوعی هوش در اساسی چالشی ،MRI تصاویر از بدخیم و خیمخوش مغزی تومورهای تشخیص
 و تقطیع برای جامع سیستمی پژوهش این. دارد بیماران بقای  و بهبود در ایکنندهتعیین نقش کشنده، ضایعات این زودهنگام شناسایی

 مورد دادهمجموعه. دهدمی ارائه ماشین یادگیری و تصویر پردازش پیشرفته هایتکنیک از استفاده با مغزی تومورهای خودکار بندیطبقه
 از گیریبهره با پیشنهادی روش. است یکسان رنگی توزیع و روشنایی نور، شدت با MRI استاندارد تصاویر شامل BraTS استفاده،

 دستبه پیشین هایروش به نسبت برتر عملکردی شده،تنظیم ماشین یادگیری مدل و چندمقیاسی هایویژگی استخراج بهینه، پردازشپیش
 نویز به سیگنال نسبت اوج ،85/0 (MSE) خطا مربعات میانگین ،62/93% (Dice Score) تقطیع دقت دهندهنشان ارزیابی نتایج. آورد

(PSNR) 70/41 تشخیص برای اعتماد قابل و دقیق ابزاری عنوانبه را پیشنهادی سیستم عملکرد، این. است %66/84 حساسیت و بلدسی 
 .دکنمی معرفی بالینی کاربردهای در تومور تقطیع و زودهنگام

 براونیان منحنی عمیق، عصبی شبکه ،ConvNet بندی،طبقه بندی،بخش مغزی، تومور ها:کلیدواژه
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 مقدمه
 هایتجربه کارگیری به. بد یا است خوب آن انجام بداند است مایل انسان که دارند وجود مواردی زندگی، در همواره

 هاشاخه. است بوده ماشین یادگیری ایجاد برای اصلی الگوی ها،آن بر آمدن فائق جهت مسائل سری یک برابر در انسان
 دارای هاداده ،بندیطبقه در. است بندیطبقه هاآن از یکی که دارد وجود ماشین یادگیری از متعددی هایزمینه و

. شودمی انجام خود، کلاس در داده یا ویژگی هر قرارگیری جهت عملیات از بعد هاداده بندی دسته و باشندمی برچسب
 کارگیری به. است پزشکی تصاویر پردازش ها،آن از یکی که دارند کاربرد متنوع، هایحوزه در ماشین یادگیری اصول
. بدهد قرار پزشکان اختیار در را تصویری هایداده از مفیدی اطلاعات و امکانات تواندمی ای،زمینه چنین در بندیطبقه

 سرعت و دقت ها،بیماری شناسایی و تشخیص در پزشکان به که است ایپیشرفته تجهیزات نیازمند پزشکی دنیای امروزه
 جلوگیری چشمگیری حد تا انسانی خطاهای از تواندمی پزشکی هوشمند تشخیص هایسیستم ساخت لذا. بدهند بهتری
 عملیات این. است مغزی آیآرام تصاویر سطح از هاتوده و تومور هوشمند تشخیص سیستم ها،سیستم این از یکی. نماید

 .شودمی انجام تصویر پردازش و ماشین یادگیری هایروش بر مبتنی الکترونیک، و کامپیوتر دنیای در
 سرطانی هایسلول دارای مغزی خیمخوش تومورهای .باشند 2بدخیم یا و 1خیمخوش توانندمی مغز اولیه تومورهای

 و شناسایی. هستند سرطانی هایسلول حاوی شود(می نامیده نیز مغزی سرطان )که بدخیم مغزی تومورهای. نیستند
 تواندمی تومور، نوع هنگام زود شناخت. رودمی شمار به سلامتی هایسیستم در حیاتی امر یک مغزی تومور تشخیص

 رشد و تجمع از که است گوناگونی هایبافت دارای مغز. باشد داشته را بیشتری عمر طول تا کند کمک شخص به
 تغییرات تشنج، سردرد، شامل مغزی تومورهای علائم از بعضی. آیندمی پدید مغزی تومورهای حد، از بیش سلولی

 شامل که دارد وجود مغزی تومور درمان جهت درمانی روش سه کلی، طور به. است حرکتی اختلالات و خو و خلق
 تصاویر .باشندمی جانبی عوارض دارای روش، سه این از هرکدام که است درمانی شیمی و درمانی پرتو جراحی،

 .گردندمی واقع استفاده مورد گسترده طور به عالی، بافت 3کنتراست و عالی مکانی رزولوشن داشتن دلیل به آیآرام
 اندازه و محل تومور، نوع همچون: مختلف، عوامل مجموعه از ترکیبی به بستگی تومور، یک تهدیدکنندگی میزان

 ماده شوند: تقسیم دسته چهار به باید 4آیآرام عناصر آن، تشخیص برای. است آن توسعه و گسترش نحوه و تومور
 بندی قطعه هدف. )تومور( طبیعی غیر مغزی بافت و (CSF) نخاعی مغزی مایع (،GM) خاکستری ماده (،WM) سفید

 مغزی هایبافت در ورم مرده، بافت مرکز فعال، هایسلول نظیر تومور مختلف هایبافت جداسازی هم مغزی تومور
 . است (CSF) نخاعی مایع و (GM) خاکستری ماده (،WM) سفید ماده نرمال

 تشخیص زمینه در که بالایی هایقابلیت دلایل به 6ماشین بینایی و 5تصویر پردازش چون کامپیوتری علوم از استفاده
 روش یک ارائه در سعی پژوهش این. اندشده واقع استفاده مورد علم، این مختلف هایحوزه در وفور به دارند، پزشکی

 شامل که است چهاربخش شامل پیشنهادی، رویکرد. دارد را بدخیم و خیمخوش مغزی تومور تشخیص در جانبه همه
 شدت میزان و کنتراست بهبود همچنین و تصاویر اندازه سازی یکسان و نویز کاهش هدف با تصاویر سازینرمال

 برای با بهینه هایکلاس انتخاب نهایت در و براونی منحنی بر مبتنی هاویژگی استخراج و تقطیع تصاویر، در روشنایی
 . است عمیق عصبی شبکه توسط بندیطبقه

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. benign 
2. malignant  
3. contrast  
4. MRI 
5. image processing 
6. machine vision 
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 پژوهش پیشینه
 تومورهای تشخیص و تقطیع به را ایگسترده توجه (،CNN) کانولوشنی هایشبکه ویژهبه عمیق، یادگیری پیشرفت

 گلیوما بندیطبقه برای 3×3 هایهسته با عمیق CNN2 معماری [1] در. است کرده معطوف MRI1 تصاویر از مغزی
در  که حالی در ،شد ارائه سراسری و محلی هایویژگی استخراج برای را CNN مسیری دو مدل [2در ] .شد پیشنهاد

 .است برده بهره هابرچسب تعادل عدم رفع برای ایدومرحله آموزش و آبشاری CNN از[ 3]

 هاینگاشت ادغام اول، روش [.10-4] است شده برجسته متعددی کارهای در چندمقیاسی هایویژگی استخراج
 [12] 3کامنیتساس و همکاران. [12] متفاوت یافتهمقیاس تصاویر ورودی دوم، روش ؛[11] مختلف هایلایه از ویژگی

 هایمدل. داشت بالایی محاسباتی پیچیدگی اما بخشید بهبود را دقت بعدی،سه CRF4 و کامل CNN ترکیب با
-رمزگذار معماری از [15در ] شدند؛ پیشنهاد MRI حجمی هایداده برای [16] دوبعدی و CNN [13-15] بعدیسه

 کاهش برای. شده است استفاده تاجی و ساژیتال محوری، هایدیدگاه با مراتبیسلسله تقطیع از [16] و رمزگشا
 [19] 5میتال و همکاران. [19-17] کردند سازیمدل را فضایی ایزمینه اطلاعات CRF/Markov هایمدل پیچیدگی،

 .ندداد ارتقا 2018S BraT7 بر را عملکرد ثابت، موجک تبدیل و GCNN6 با
 دایس امتیازات ،BraTS2013–2018 بر کانولوشن-اتروس پیرامید با کامل CNN ،[20] در

 تومور( )کل %86.58%\86.58%86.58 و شده()بهسازی %74.43%\74.43%74.43 )هسته(، %76.88%\76.88%76.88
 .%21.90%\21.90%21.90 نتایج به آزمون، زمان افزایش و بعدیسه CNN با [21] 8ونگ و همکاران. آورد دستبه

 و 3.133.133.13 .6.186.186.18 هاسدورف: )فاصله رسید %85.83%\85.83%85.83 و %79.72%\79.72%79.72
 امتیازات به (CRF + آبشاری )چند MCCNN با [22] 9هو و همکاران. متر(میلی 37.376.376.6

 .یافت دست %88.24%\88.24%88.24 و %71.78%\71.78%71.78 .%74.81%\74.81%74.81
 و گرادیان، انتروپی/means-K فازی و SOM10 با[ 24، 23] بندیخوشه شامل نظارت بدون رویکردهای

 از [26] در .بودند KNN/12RBF/11SVM بندهایطبقه و موجک تبدیل گابور، فیلتر با [25] ترکیبی رویکردهای
 از [30در ] تاب،شب کرم از [29در ] مورچگان، کلونی از [28در ] ژنتیک، الگوریتم از [27در ] فازی،-عصبی شبکه
PSO13، معیارهای با )ارزیابی رفته است کاربه چندکاناله تقطیع برای خفاش الگوریتم از [31در ] و MSE14، 

PSNR15، Jaccard، Dice). 
 ،[33] ارتقایافته سوبل یابیلبه ،DWI17 [32] و MRS16 بینیطیف شامل کلاسیک تصویر پردازش هایروش

 [39-36] دستی تقطیع. بودند SVM/18FCM [35] + آنیزوتروپیک انتشار و ،[34] مراتبیسلسله بندیخوشه + واترشد
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. magnetic resonance imaging 
2. convolutional neural network 
3. Kamnitsas et al. 
4. conditional random field 
5. Mittal et al. 
6. graph convolutional neural network 
7. brain tumor segmentation 
8. Wang et al. 
9. Hu et al. 
10. self-organizing map 
11. support vector machine 
12. radial basis function 
13. particle swarm optimization 
14. mean squared error 
15. peak signal-to-noise ratio 
16. magnetic resonance spectroscopy 
17. diffusion-weighted imaging 
18. fuzzy c-means 
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 آمیزتبعیض و [42-39] محور)اطلس تولیدی هایمدل لذا است؛ (ROI) علاقه مورد ناحیه به وابسته و کنندهخسته
(CRF [43-45]، [48-46] تصادفی جنگل، SVM [49]، [50] تصمیم درخت) شوندمی داده ترجیح. 

 ،%34/88 و (BraTS2017) %94/79 و %7/93 ،%73/83 دایس امتیازات ،PSO و فعال عمیق شبکه با [51در ]
 جمجمه، حذف برای PSO از استفاده با [52در ]. (%92میانگین )دقت آمد دستبه (BraTS2018) %84/81 و 2/91%

LBP و ژنتیک و عمیق ویژگی و ANN1، داروین الگوریتم [53در ]. شده است گزارش %98 دقت-PSO فیلتر و 
 .شده است پیشنهاد بندیطبقه و تقطیع برای فازی-عصبی و گوسی

 پیشنهادی روش
 بندیطبقه و براونیان( منحنی مدل پایه )بر ویژگی استخراج و تقطیع پردازش،پیش اصلی فاز سه شامل پیشنهادی روش
 تقطیع بافتی، جزئیات حفظ نویز، کاهش هدف با ساختار این. است (ConvNet) شدهبهینه کانولوشنی شبکه با نهایی
 .است شده طراحی BraTS دادهمجموعه MRI تصاویر از بدخیم و خیمخوش تومورهای خودکار تشخیص و دقیق

 ورودی با سازگاری تا شوندمی سازینرمال پیکسل 256×256 ابعاد به ابتدا ورودی تصاویر پردازش،پیش فاز در
 با کانونی فاصله تصویربرداری، زاویه تغییرات جبران برای سپس،. گردد تضمین محاسباتی پیچیدگی کاهش و شبکه
 شود:می تعیین 3 و 2 روابط با مختصات مبدأ و محاسبه 1 رابطه

(1) 𝐵𝐴𝑆𝐸 = √(𝑥5 − 𝑥10)2 + (𝑦5 − 𝑦10)2 

(2) 𝑥0 =
𝑥5 − 𝑥10

2
 

(3) 𝑦0 =
𝑦5 − 𝑦10

2
 

 افزایش برای هیستوگرام سازییکپارچه ادامه، در. کندمی ایجاد تومورها مقایسه برای ثابتی مرجع عملیات، این
 بدون را impulsive نویزهای میانه، فیلتر. شودمی اعمال تومور بافت سازیبرجسته و نورکم نواحی در کنتراست

 برای نهایت، در. نمایدمی تقویت را ساختاری جزئیات ها،لبه بر تأکید با بالاگذر فیلتر و کندمی حذف هالبه تخریب
 آن اثر و محاسبه 4 رابطه با دوران زاویه سر، چرخش از ناشی تقطیع خطای کاهش و افقی محور با تصاویر ترازیهم

 شود:می حذف 5 رابطه با

(4) 𝜃 = arctan (
𝑦5 − 𝑦10

𝑥5 − 𝑥10
) 

(5) 𝑦𝑎 = 𝑦𝑏 − 𝑦original 

 هندسی ترازیهم و پردازشپیش فاز روابط .1 جدول
 فرآیند در هدف فرمول کاربرد رابطه

 .تصاویر مقایسه برای ثابت هندسی مرجع یک ایجاد و اسکنر یا دوربین تنظیمات از ناشی تغییرات جبران 2کانونی فاصله محاسبه (1)
 ضروری مختلف تصاویر فضایی ترازیهم برای که تصویر، در مختصات( )صفر مرکزی مرجع نقطه تعیین 3مختصات مبدأ تعیین (3 و 2)

 .است
 .بیمار( سر چرخش دلیل به )مثلاً افقی حالت از تصویر انحراف میزان تعیین 4دوران زاویه محاسبه (4)
 این از ناشی تقطیع خطای کاهش استاندارد، افقی محور با تصویر ترازیهم برای هندسی تبدیل اعمال 5چرخش اثر حذف (5)

 .هاچرخش
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. artificial neural network 
2. focal length 
3. origin determination 
4. rotation angle calculation 
5. rotation removal 
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 1مانایی ابتدا،. شودمی انجام ریاضی شناسیریخت عملیات و براونیان منحنی مدل با ویژگی استخراج و تقطیع فاز
 کند:می حفظ را تومور اصلی ساختار و کرده حذف را نویز و کوچک نواحی 6 رابطه با

(6) 𝐴 ⊖ 𝐵 = {𝑧 | (𝐵)𝑧 ⊆ 𝐴} = {𝑧 | (𝐵)𝑧 ∩ 𝐴𝑐 = ∅} 

 کند:می بازیابی را رفته دست از مرزهای و کرده پر را تومور داخلی هایحفره 7 رابطه با 2گسترش سپس،

(7) 𝐴 ⊕ 𝐵 = {𝑧 | (𝐵̂)
𝑧

∩ 𝐴 ≠ ∅} 

 شود:می استخراج 8 رابطه با تومور مرز

(8) 𝛽(𝐴) = 𝐴 − (𝐴 ⊖ 𝐵) 

 ریاضی شناسیریخت عملیات با تقطیع فاز .2 جدول

 توضیحات فرمول هدف و کاربرد رابطه

 .مرزها فرسایش با تومور بافت اصلی ساختار حفظ و کوچک اینقطه نویزهای حذف مانایی (6)

 .اندرفته بین از مانایی مرحله در که تومور مرزهای ترمیم و داخلی هایحفره کردن پر گسترش (7)

 .تومور مرز دقیق ماسک آوردن دست به برای مانده( منهای یافته )گسترش تصویر دو تفاضل 3مرز استخراج (8)

 
 میانگین. شودمی تشکیل A = 2N * M ماتریس و شده تبدیل ستونی بردارهای به تصاویر ویژگی، استخراج برای
 گردد:می محاسبه 10 رابطه با تصویر هر انحراف و 9 رابطه با تصاویر

(9) Ψ =
1

𝑀
∑ Γ𝑖

𝑀

𝑖=1

 

(10) 𝜙𝑖 = Γ𝑖 − Ψ 

 آیند:می دست به 12 رابطه با ویژه بردارهای و 11 رابطه با کواریانس ماتریس

(11) 𝐶 = 𝐴𝑇𝐴 

(12) 𝑈𝑖 = 𝐴𝑉𝑖 

 شود:می انجام (14 )رابطه واریانس سازیماکزیمم و (13 )رابطه کل پراکندگی ماتریس با بعد کاهش

(13) 𝑆𝑇 = ∑(𝑥𝑘 − 𝜇)(𝑥𝑘 − 𝜇)𝑇

𝑁

𝑘=1

 

(14) 𝑊Brownian = arg max[𝑊𝑇𝑆𝑇𝑊] 

 

  

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. erosion 
2. dilation 
3. boundary extraction 



 71           براونی منحنی و ConvNet عمیق عصبی شبکه پایه بر مغز گلیوما تومورهای بندیطبقه ،ذاکری و زارعی

 بعد کاهش و ویژگی استخراج فاز روابط .3 جدول
 فرآیند در هدف فرمول کاربرد رابطه

 .نظر مورد ناحیه یا تصاویر مجموعه کل در هاپیکسل شدت یا روشنایی متوسط مقدار محاسبه تصاویر میانگین (9)

(10) 
 هر 1استاندارد انحراف

 تصویر

 میزان برای کلیدی معیار یک این. میانگین به نسبت هاپیکسل شدت پراکندگی میزان گیریاندازه
 .است تصویر در بافتی تنوع یا پیچیدگی

 2کواریانس ماتریس (11)
 طور به مختلف( ابعاد در هاپیکسل شدت اینجا )در متغیر چند یا دو تغییر چگونگی گیریاندازه

 .شودمی استفاده PCA در هاداده ساختار تحلیل برای ماتریس این. همزمان

 3ویژه بردارهای (12)
. دارد وجود هاداده در )تغییرات( واریانس بیشترین که دهندمی نشان را هاییجهت بردارها این
 .دهندمی تشکیل را بعد کاهش اساس هاآن

(13) 
 ماتریس با بعد کاهش

 4کل پراکندگی

 حفظ را اطلاعات بیشترین که ها()مولفه ابعاد ترینمهم انتخاب برای ویژه بردارهای از استفاده
 .کنندمی

 واریانس سازیماکزیمم (14)
 بیشترین شوند،می انتخاب که هاییویژگی که دهدمی اطمینان گام این ،13 رابطه با ترکیب در

 .کنندمی حفظ ابعاد سایر به نسبت را تمایزدهنده اطلاعات
 آستانه با مقایسه

 اقلیدسی
 )نه تومور شناسایی

 نهایی( بندیطبقه
 تعریف پیش از فواصل با بعد( کاهش از )پس شده استخراج هایویژگی بردار فاصله مقایسه با

 .شوندمی تفکیک سالم بافت از تومورال نواحی شده،

 
 حداکثری واریانس روش این گیرد؛می صورت آستانه با ویژه بردارهای اقلیدسی فاصله مقایسه با تومور شناسایی

 .کندمی حذف را غیرمرتبط ابعاد و کرده حفظ را
 روابط با عمل پتانسیل گذاریآستانه ابتدا،. شوندمی وارد ConvNet به شدهبهینه هایویژگی بندی،طبقه فاز در

 کند:می حذف را ضعیف هایسیگنال 15

(15) 𝜎𝑛 =
median (|𝑥|)

0.6745
,    Threshold = 3.5𝜎𝑛 

 کند:می سازیمدل را بصری هاینرون پاسخ 16 رابطه با گوسین پایه تابع

(16) 𝜙(𝑣) = exp (−
𝑣2

2𝜎2
) 

 شود:می انجام 17 رابطه با گرادیان محاسبه و Levenberg-Marquardt الگوریتم با آموزش

(17) 𝑔 = 𝐽𝑒
𝑇 

 شوند:می روزرسانیبه 18 رابطه با هاوزن خطا، صورت در

(18) 𝑤𝑖
new = 𝑤𝑖

old + 𝑎𝑥𝑖𝑡 

 

  

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. variance 
2. covariance matrix 
3. eigenvectors 
4. total scatter matrix 
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 شدهبهینه ConvNet با نهایی بندیطبقه فاز روابط .4 جدول
 فرآیند در هدف فرمول کاربرد رابطه

 1عمل پتانسیل گذاریآستانه (15)
 زمانی چه نورون یک که کندمی تعیین آستانه این شده، تقلید هایبیولوژیکی/مدل عصبی هایشبکه در

 .رودمی کار به مانده(باقی )نویز ضعیف بسیار هایسیگنال حذف برای اینجا، در. شود فعال باید

 2گوسین پایه تابع (16)
 سازیمدل نرمال توزیع یک با را هانورون پاسخ که (RBF مشابه) فاصله بر مبتنی سازیفعال تابع یک
 .باشد داشته پیوسته و محلی هایپاسخ تا دهدمی اجازه شبکه به تابع این. کندمی

(17) 

-Levenberg الگوریتم

Marquardt (LM) محاسبه و 
 گرادیان

LM روزرسانیبه برای که است نیوتن(-گاوس روش و گرادیان نزول )بین ترکیبی سازیبهینه روش یک 
 به و جهتی چه در باید هاوزن که کندمی تعیین گرادیان محاسبه. شودمی استفاده (W) شبکه هایوزن
 .یابد کاهش خطا تا شوند تنظیم میزان چه

 3هاوزن روزرسانیبه (18)
 مرحله در شده محاسبه گرادیان از استفاده با (W) هاوزن آن در که عصبی شبکه آموزش اصلی فرمول

 .یابد کاهش بعدی تکرار در (E) بینیپیش خطای تا شوندمی تنظیم مناسب، یادگیری نرخ و قبل

 
 دو محلی، الگوهای استخراج برای  3×3پیچشی لایه یک نرون(، 32) ورودی شامل شدهبهینه ConvNet معماری

 ترکیب برای متصلتمام لایه یک برازش،بیش از جلوگیری و ابعاد کاهش برای (Max + Random) پولینگ لایه
 دوره، 1000 آزمون، %30 آموزشی، داده %70 با آموزش. است کلاسSoftmax (2 ) خروجی و جهانی هایویژگی

 .شودمی انجام 001/0 یادگیری نرخ
 دقیق، سیستمی قوی(، بندی)طبقه شدهبهینه ConvNet و دقیق( )تقطیع براونیان شناسیریخت ادغام با رویکرد این
 .دهدمی ارائه MRI تصاویر از مغزی تومورهای خودکار تشخیص برای تعمیم قابل و پایدار

  نتایج و سازیشبیه

 145 دارای به که باشدمی TCGA-GBM یهاداده پژوهش، این در شده استفاده مغزی تومور یهاداده مجموعه
 هایسال در نسخه 4 از داده مجموعه این. هستند آیآرام صورت به عکسبرداری مختلف شرایط در بیماران برای پوشه

 اصلی یهاداده. رودمی بالاتر هاآن کیفیت و بیشتر هاداده مجموعه نسخه، هر در که است شده تشکیل 2018 الی 2012
 DICOM افزار نرم طریق از ترساده استفاده جهت پژوهش این در که باشندمی DICOM فرمت با داده مجموعه این

Viewer فرمت به JPEG نشان آمدهدستبه نتایج بخش در که اند شده استفاده تصاویر از تعدادی. اند شده تبدیل 
 محیط در 2 شکل و 1 شکل در که است ذیل داده مانند تحقیق، این مدنظر یهاورودی از نمونه یک. شد خواهند داده

DICOM VIEWER است شده داده نشان . 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. action potential thresholding 
2. gaussian basis function 
3. weight update 



 73           براونی منحنی و ConvNet عمیق عصبی شبکه پایه بر مغز گلیوما تومورهای بندیطبقه ،ذاکری و زارعی

 
 DICOM VIEWER محیط در داده انتخاب .1 شکل

 
 DICOM VIEWER محیط در داده انتخاب .2 شکل

 با ایهسته 7 پردازنده به مجهز سیستم روی بر MATLAB R2015b محیط در پیشنهادی روش سازیشبیه
. است شده انجام Windows 8 عاملسیستم تحت RAM گیگابایت 6 و مگابایت 6 کش حافظه ،GHz 6/3 فرکانس

 و سرعت با را تصویر پردازش و عمیق یادگیری پیچیده هایالگوریتم اجرای امکان افزاری،سخت پیکربندی این
 ابعاد با ورودی هایداده به تعمیم قابل و کارآمد سریع، الگوریتمی طراحی اصلی، هدف. آوردمی فراهم بالا کارایی

 پایدار و دقیق صورتبه (BraTS داده)مجموعه MRI تصاویر در مغزی تومورهای تشخیص نرخ تا است بالا حجم و
 .شود ارزیابی

 شود:می تشکیل کلیدی مؤلفه دو ترکیب از و شده طراحی نظارت بدون عمیق یادگیری پایه بر پیشنهادی رویکرد
 قرار اولیه سازینرمال تحت ورودی تصاویر تمامی ابتدا، در. ConvNet کانولوشنی شبکه و براونیان منحنی مدل
 فیلتر از استفاده با احتمالی نویزهای کاهش و روشنایی شدت بهبود (،256×256) ابعاد سازییکسان شامل که گیرندمی
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 بعدی مراحل برای مناسب ایزمینه و کرده حذف هالبه تخریب بدون را impulsive نویزهای فیلتر، این. است میانه
 .کندمی فراهم

 عملگرهای از گیریبهره با مدل این. شودمی عمل وارد نظارت بدون مؤلفه عنوانبه براونیان منحنی مدل سپس،
 را روشنایی شدت و لبه بافت، شامل کلیدی محلی هایویژگی — گسترش و مانایی یعنی — ریاضی شناسیریخت

 ابعاد حذف و کواریانس تحلیل با هاویژگی بعد شود:کاهشمی انجام مرحله سه در فرآیند. کندمی شناسایی
 به ورودی برای تومور ذاتی هایویژگی حداکثری،استخراج واریانس اساس بر معنادار هایویژگی غیرمرتبط،انتخاب

 .عصبی شبکه
 MRI تصاویر ساختاری تنوع و نویز حضور در حتی را تومور پیچیده الگوهای احتمالاتی، استدلال با مرحله، این

 .دهدمی تشخیص
 شدهبهینه معماری با شبکه، این. شوندمی وارد ConvNet کانولوشنی شبکه به شدهبهینه هایویژگی ادامه، در
 خیم/بدخیم()خوش نهایی بندیطبقه و پیچیده الگوهای آموزش وظیفه متصل(،تمام و پولینگ پیچشی، هایلایه )شامل

 001/0 یادگیری نرخ و تکرار دوره 1000 آزمون، %30 و آموزشی داده %70 بندیتقسیم با آموزش. دارد عهده بر را
 که است شده داده نمایش 3 شکل در (ConvNet + براونیان مدل) ترکیبی آزمون و آموزش پنجره. شودمی انجام

 .دهدمی نشان یکپارچه صورتبه را بندیطبقه و بعد کاهش ویژگی، استخراج مراحل
 عملکردی حجیم، هایداده در کارآمد جستجوی قابلیت و بهینه حافظه مصرف بالا، پردازش سرعت با روش، این

 پتانسیل بالینی، کمکی ابزاری عنوانبه و دهدمی ارائه مغزی تومورهای خودکار تشخیص در تعمیم قابل و پایدار دقیق،
 .دارد واقعی تشخیصی هایسیستم در کاربرد برای بالایی

 
 براونیان منحنی مدل با ConvNet کانولوشن عصبی شبکه آزمون و آموزش پنجره .3 شکل
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 . دهدمی نشان را آموزش فاز در نهایی هدف و همگرایی به رسیدن برای کارایی نمودار 4 شکل

 
 آموزش فاز در نهایی هدف و همگرایی به رسیدن برای کارایی نمودار .4 شکل

 در خطا احتمال یک اساس بر را هاداده مجموعه کل از آموزش زمان در موجود خطای نمودار 5 شکل طورهمین
 . دهدمی نشان سازی،شبیه زمان

 
 سازیشبیه زمان در خطا احتمال یک اساس بر را هاداده مجموعه کل از آموزش زمان در موجود خطای نمودار .5 شکل

 هاآن %30 و آموزش هاداده %70 واقع در. گیرد قرار نظر مورد ورودی تصویر یک تا است نیاز ،هاداده آزمون برای
 در تصاویر از یکی از. شود داده نشان بصری صورت به تصاویر از یکی تا است نیاز اما. اندگرفته قرار آزمون مورد

 .است مشخص 6 شکل در که ایمکرده استفاده داده مجموعه
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 ورودی تصویر .6 شکل

 .باشدمی 7 شکل مانند که شودمی محاسبه تصویر آن 1هیستوگرام سپس

 
 تصویر هیستوگرام .7 شکل

. دهدمی نشان آستانه یک در رنگ 256 اساس بر را آبی و سبز قرمز، رنگی یهاکانال واقع در هیستوگرام، این
 نتیجه که شودمی تبدیل خاکستری سطح به RGB رنگی فضای یا رنگی حالت از و شودمی سازینرمال تصویر سپس

 .است 8 شکل مانند آن

 
 خاکستری سطح به RGB رنگی فضای از تصویر تبدیل .8 شکل

 تصویر، لبه و روشنایی شدت بافت، شامل محلی یهاویژگی اساس بر براونیان منحنی مدل بر مبتنی تقطیع سپس
 .باشدمی 9 شکل مانند آن نتیجه که گیردمی انجام مانایی، و بودن خودمتشابه شامل عامل دو بر مبتنی

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. histogram  



 77           براونی منحنی و ConvNet عمیق عصبی شبکه پایه بر مغز گلیوما تومورهای بندیطبقه ،ذاکری و زارعی

 
 براونیان منحنی مدل برپایه تصویر تقطیع نتیجه .9 شکل

 همین و اصلی تصویر از جدا یهالبه و روشنایی شدت جمله از ویژگی سه شناسایی با تقطیع که است ذکر قابل
 .است شده داده نمایش 10 شکل در آن نتیجه که شودمی انجام بافت، طور

 
 براونیان منحنی مدل با کانولوشن عصبی شبکه آموزش فازهای در نهایی تقطیع نتیجه .10 شکل

 بافت، و روشنایی شدت دیگر(، شی داخل در یافته اتصال )نقاط یابی لبه برپایه است، شده استفاده که ییهاویژگی
 هر که شودمی بیان طور این پایه علوم در. است شده واقع استفاده مورد تقطیع برای محلی ویژگی سه واقع در. باشدمی
 دهد، ارائه مناسب پاسخی که صورتی در کار اعتبار باشد، کمتر ویژگی استخراج عملیات برای یهاویژگی تعداد چه

 نهایت، در. داشت خواهد بالاتری علمی اعتبار اند، کرده استفاده بیشتری ییهاویژگی تعداد از که ییهاروش به نسبت
 انتخاب و تقطیع بهبود هدف با که شد خواهد استفاده نهایی تشخیص برای کانولوشن عصبی شبکه از ادامه در

 نتیجه که گیردمی انجام تصویر در آیآرام تصاویر در موجود یهاویژگی تشخیص جهت هاویژگی بهینه یهاکلاس
 .بود خواهد 11 شکل آن،

 
 کار نهایی نتیجه .11 شکل

 و است گرفته انجام خوبی به تصویر، بندیطبقه و تقطیع عملیات است، مشخص نیز 11 شکل در که طورهمان
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 دیگر تصویر چند روی بر شده ارائه روش ،12 شکل در. است شده داده تشخیص و شناسایی تومور یهاویژگی ناحیه
 . است شده اعمال هاداده مجموعه از

 
 تصاویر سایر روی بر شدهارائه روش نتایج .12 شکل

 تقطیع بخش در شده یافت عامل هرگونه و هالبه روشنایی، شدت شامل برده نام محلی یهاویژگی تا است نیاز حال
 از بعد لذا. بدهند انجام را مشکوک و بدخیم ،خیمخوش شامل تومور نوع بندیطبقه عملیات ،هاویژگی استخراج و

 آن خروجی که شودمی انجام کار این براونیان، منحنی مدل بر مبتنی کانولوشن عصبی شبکه آموزشی ساختار اعمال
 . بود خواهد 14 و 13 شکل مانند

 
 تومور حالات تحلیل .13 شکل
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 تومور حالات تحلیل .14 شکل

 Benign حالت. هستند ID یا شناسه یک دارای بیمار، هر برای هاداده تمامی شده، استفاده یهاداده مجموعه در
 شناسه مثال، طور به. هستند مشکوک یعنی Suspicious حالت و بدخیم یعنی Malignant حالت ،خیمخوش یعنی

 دارای 89869 شناسه است، خیمخوش حالت دارای 9010018 شناسه است، بدخیم حالت دارای ،13 شکل در 91550
 . شود پرداخته کار، صحت منظور به ارزیابی معیارهای سری یک از تا است نیاز ادامه در.  باشدمی مشکوک حالت
 به سیگنال نسبت اوج ،1خطا مربعات میانگین شامل که است شده استفاده ارزیابی معیار چند از پژوهش این در

 دست به نتایج نهایت در. شدند واقع بررسی مورد تفصیل به سوم فصل در که است 4دقت ،3نویز به سیگنال نسبت ،2نویز
 . شودمی ذکر ارزیابی، روش هر با شده انجام پژوهش از آمده

 دیده آموزش تصویر 10 از ورودی تصویر برای شده برده نام معیارهای برای آمده دست به نتایج ارائه به 5 جدول
 هر نتایج و کنیممی اجرا بار 145 و کرده وارد برنامه در را تصویر 145 واقع در. است پرداخته شده بندی قطعه و شده

 توانمی باشد، بیشتر تست، و آموزشی مجموعه چقدر هر. کنیممی تقسیم 10 بر و جمع هم با را معیارها این از بار
 .بیاوریم دست به را بهتری و بیشتر موفقیت درصد

 ارزیابی نتایج .5 جدول
 6299/93 % دقت

 6667/84 حساسیت

 5467/81 % هاویژگی مقدار

 8598/0 خطا مربعات میانگین

 dB 7081/41 نویز به سیگنال نرخ اوج
 dB 4227/6 نویز به سیگنال نرخ

 
 گرفته انجام شدند، بررسی پیشین مطالعات در که دیگر جدید سه با شده ارائه روش مقایسه نمایش به 6 جدول

 از نیز است گرفته انجام هاآن با مقایسه که روشی سه هر. است حساسیت و دقت معیار دو به توجه با مقایسه این. است
 . اند کرده استفاده تحقیق همین داده مجموعه

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. Mean square error (MSE) 
2. Peak signal-to-noise ratio (PSNR) 
3. Dignal-to-noise-ratio (SNR) 
4. accuracy 
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 هاروش سایر با پیشنهادی روش مقایسه نتیجه .6 جدول

 الگوریتم حساسیت دقت

20/82 % 21/48 Linear SVM 

09/90 % 85/48 SVM-RBF 

10/83 % 18/47 KNN-SVM 

 شده ارائه روش 6667/84 % 6299/93

 
 .است شده داده نشان نیز حساسیت اساس بر 16 شکل در و دقت اساس بر 15 شکل در 6 جدول نتایج

 
 دقت اساس بر هاروش سایر با پیشنهادی روش مقایسه نتیجه .15 شکل

 
 حساسیت اساس بر هاروش سایر با پیشنهادی روش مقایسه نتیجه .16 شکل

 بالاتری حساسیت و دقت معیار دارای پیشنهادی روش شود،می مشاهده 16 و 15 شکل و 6 جدول در که طورهمان
 .است جدید یهاروش سایر با مقایسه در

 گیرینتیجه

 اطمینان هاآن به بتوانند پزشکان تا هستند سریع و مطئمن هایروش نیازمند پزشکی تشخیص هایسیستم اینکه به توجه با
 تشخیص هایسیستم ساخت همچنین. جست بهره هابرنامه این ساخت در هوشمندسازی اصول از تا است نیاز کنند،
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. نمایدمی کمک هابیماری شناسایی و تشخیص در را پزشکان و دهدمی کاهش را انسانی خطاهای هوشمند، پزشکی
 بهبودی زمان تا هاآن بیشتر مراقبت همچنین و افراد سلامت وضعیت شناخت به منجر زودهنگام تشخیص و شناسایی این

 . شودمی کامل
 تصویربرداری. نیستند خاصی اصول و منظم شکل دایا گیرند،می شکل بدن مختلف نواحی در که سرطانی هاتوده

 با توانمی همچنین. نماید کمک تومورها این اندازه طور همین و نواحی شناسایی به تواندمی بدن مختلف نواحی از
 ترینمهم از یکی که توموری هایتوده این. زد تخمین نیز را آن خیمخوش و بدخیم حالات پزشکی، اصول از استفاده

 هایسیستم ساخت لذا. شوند داده تشخیص درستی به ممکن حد تا است نیاز هستند، دنیا در میر و مرگ هایعامل
 . رودمی شمار به ناپذیراجتناب و مهم امری هوشمند،

 که نمود تولید را آیآرام تصاویر مغز، ناحیه از برداری عکس از استفاده با تا است آن بر سعی تحقیق، این در
 که هستند BraTS شامل تحقیق، این در شده استفاده هایداده مجموعه. نیستند بعضاً و هستند توموری توده دارای

 روشنایی و نور شدت لحاظ از یکسانی هایویژگی دارای که هستند مغز سطح از آیآرام استاندارد تصویر سری یک
 جانبه همه سیستم یک توانمی ماشین، یادگیری و تصویر پردازش اصول از استفاده با. است رنگی حالات طورهمین و

 .داد ارائه را آیآرام تصاویر سطح از مغزی تومورهای تشخیص جهت
 دارای پیشین، هایروش به نسبت ارزیابی معیارهای لحاظ از پیشنهادی رویکرد که دهندمی نشان سازیشبیه نتایج

 تصاویر در توده دقیق ناحیه تشخیص و تقطیع در دقت به توانمی ارزیابی، نتایج این جمله از. است عملکردی برتری
  برابر نویز به سیگنال نسبت اوج ،85/0 برابر خطا مربعات میانگین طورهمین. نمود اشاره %62/93 برابر دقتی با آیآرام

 .دهدمی نشان را عملکردی برتری پیشین، مشابه هایروش به نسبت که. است 66/84 حساسیت و بلدسی 70/41
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