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Abstract 
Heart diseases are among the leading causes of mortality worldwide, and their timely diagnosis 

plays a crucial role in preventing adverse clinical outcomes. Given the large volume of medical 

data and the diversity of clinical indicators, intelligent methods based on deep learning can 

significantly improve diagnostic accuracy and efficiency. In this study, a biomedical engineering 

framework is proposed that integrates deep learning architectures with the Particle Swarm 

Optimization (PSO) algorithm to identify the most informative heart-disease features and enhance 

the performance of classification systems. In the first stage, PSO was employed to select an 

optimal subset from 141 medical features to reduce data dimensionality and eliminate redundant 

information. Subsequently, various deep learning models—including CNN, LSTM, GRU, 

BiLSTM, and BiGRU—were utilized to classify four types of heart diseases using a dataset 

comprising 800 patient records. The results indicate that combining bidirectional models (such as 

BiLSTM and BiGRU) with CNN yields superior performance, achieving accuracy and F1-scores 

in the range of 91% to 96%. This hybrid framework demonstrates strong potential as an effective 

engineering tool for analyzing real clinical data, supporting physician decision-making, and 

improving intelligent diagnostic systems in the field of biomedical engineering. 

Keywords: heart diseases, deep learning, neural networks, particle swarm optimization 

(PSO), feature selection, medical classification, biomedical engineering, clinical decision 
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 یادگیری ترکیبی چارچوب از استفاده با قلبی هایبیماری تشخیص دقت بهبود
 پزشکی مهندسی در ذرات ازدحام سازیبهینه الگوریتم و عمیق

 .ایران استهبان، اسلامی، آزاد دانشگاه کامپیوتر، مهندسی گروه استادیار پورحسین محمدجواد

 

 چکیده
 پیشگیری در اساسی نقش هاآن موقعبه تشخیص و شوندمی محسوب جهان سراسر در ومیرمرگ عوامل ترینمهم از یکی قلبی هایبیماری

 مبتنی هوشمند هایروش از استفاده بالینی، هایشاخص تنوع و پزشکی هایداده بالای حجم به توجه با .دارد بالینی مخاطرات کاهش و
 پزشکی مهندسی چارچوب یک پژوهش، این در .دهد افزایش چشمگیری طوربه را تشخیص سرعت و دقت تواندمی عمیق یادگیری بر

 قلبی هایبیماری مؤثر هایویژگی شناسایی برای (PSO) ذرات ازدحام سازیبهینه الگوریتم و عمیق یادگیری هایشبکه ترکیب بر مبتنی
 هاویژگی از بهینه ایزیرمجموعه انتخاب برای PSO الگوریتم نخست، مرحله در .است شده ارائه بندیطبقه هایسیستم عملکرد بهبود و

 مختلف هایمدل ادامه، در .گردد حذف غیرضروری اطلاعات و یافته کاهش هاداده ابعاد تا شد استفاده پزشکی شاخص ۱۴۱ میان در
 داده مجموعه روی بر قلبی بیماری نوع چهار بندیطبقه برای BiGRU و CNN، LSTM، GRU، BiLSTM شامل عمیق یادگیری

 CNN شبکه با (BiGRUو BiLSTM )مانند دوطرفه هایمدل ترکیب که دهدمی نشان نتایج .شد گرفته کاربه بیمار پرونده ۸۰۰ شامل
 ارائه قلبی هایبیماری تشخیص در را نتایج بهترین درصد، ۹۶ تا ۹۱ محدوده در F1 شاخص و دقت با و داشته مطلوبی بسیار عملکرد

 گیریتصمیم پشتیبانی واقعی، بالینی هایداده تحلیل برای کارآمد مهندسی ابزار یک عنوانبه تواندمی ترکیبی چارچوب این .است کرده
 .گیرد قرار استفاده مورد پزشکی مهندسی حوزه در هوشمند تشخیص هایسامانه ارتقای و پزشکان

 انتخاب (،PSO) ذرات ازدحام سازیبهینه الگوریتم عصبی، هایشبکه عمیق، یادگیری قلبی، هایبیماری :هاکلیدواژه
 بالینی یارتصمیم هایسیستم پزشکی، مهندسی پزشکی، بندیطبقه ویژگی،
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 مقدمه
 هامیلیون سالانه و روندمی شمار به جهان در سلامت هاینظام هایچالش تریناصلی از یکی همچنان قلبی هایبیماری

 دلیل این به قلبی هایبیماری زودهنگام تشخیص اهمیت .[۱] دهندمی دست از را خود جان هابیماری این اثر در نفر
 حتی یا کنترل قابل مؤثر درمانی هایروش با شوند، شناسایی اولیه مراحل در اگر هابیماری این از بسیاری که است
 فرآیند زیرا دارد، فراوانی هایپیچیدگی قلبی هایبیماری موقعبه و دقیق تشخیص حال، این با .[2] هستند پیشگیری قابل

 متغیرهای شامل که شودمی انجام پزشکی هایآزمایش و هاشاخص از متنوعی مجموعه پایه بر بالینی گیریتصمیم
 است شناختیجمعیت اطلاعات و خانوادگی سابقه اکوکاردیوگرافی، الکتروکاردیوگرام، آزمایشگاهی، فیزیولوژیکی،

 توسط دستی تحلیل یا تشخیصی سنتی هایروش به اتکا که شودمی موجب هاداده گسترده حجم و تنوع این .[3]
 اخیر، هایسال در [.۴] باشد داشته وجود آن در انسانی خطای احتمال و باشد همراه هاییمحدودیت با همواره پزشکان
 ابزارهای عنوانبه هوشمند رویکردهای که است شده باعث عمیق یادگیری ویژهبه و مصنوعی هوش چشمگیر پیشرفت
 استخراج توانایی با عمیق یادگیری هایمدل .گیرند قرار گسترده توجه مورد پزشکی تشخیص هایسیستم در کمکی

 هایمزیت مؤثر، هایویژگی خودکار یادگیری توان و چندبعدی هایداده تحلیل قابلیت پیچیده، و غیرخطی الگوهای
 هایبیماری تشخیص حوزه در هامدل این از استفاده وجود، این با .[5] دهندمی ارائه پزشکی هایداده تحلیل در فراوانی

 زیادی تعداد شامل پزشکی هایداده از زیادی بخش اینکه نخست .است مواجه اساسی محدودیت چندین با قلبی
 علاوه نویزدار و زائد هایویژگی وجود .[۶] نیستند مفید تشخیص برای هاآن همه که است چندبعدی و خام ویژگی

 از بسیاری اینکه دوم .[7] شودمی نیز عمیق یادگیری هایمدل دقت کاهش موجب برازش،بیش احتمال افزایش بر
 الگوهای همزمان اندنبوده قادر نتیجه در و اندکرده استفاده عمیق یادگیری واحد معماری یک از گذشته مطالعات

 محدود محدوده دلیل به رویکردهایی چنین .کنند استخراج را قلبی هایداده در موجود 3دوجهته و 2زمانی ،۱مکانی
 .[۸] ندارند ایبهینه عملکرد بالینی هایشاخص بالای تنوع با مواجهه در یادگیری،

 هایروش مانند ویژگی انتخاب ساده هایروش از بالا، ابعاد مشکل بر غلبه برای هاپژوهش برخی دیگر، سوی از
 است ممکن و نیستند هاویژگی میان پیچیده روابط درک به قادر اغلب که اندکرده استفاده آماری هایروش یا فیلتر

 هایکلاس برخی و هستند نامتوازن معمولاا  پزشکی هایداده این، بر افزون .[۱۰، ۹] کنند حذف را مهم اطلاعات
 برخی تشخیص در عمیق یادگیری هایمدل شودمی سبب که موضوعی دارند، کمتری هاینمونه تعداد بیماری
 پیشین مطالعات در شدهارائه هایمدل از بسیاری همچنین .[۱2، ۱۱] دهند نشان خود از ترینامطلوب عملکرد هابیماری

 انددیده آموزش محدود یا کوچک هایداده روی اغلب و دارند بالینی واقعی هایداده به پذیریتعمیم در کمی توان
 داده، ابعاد هوشمندانه کاهش ضمن بتواند که شودمی احساس قدرتمند و جامع رویکردی به نیاز بنابراین، .[۱۴، ۱3]

 کند استفاده مختلف الگوهای استخراج برای عمیق یادگیری معماری چندین از کرده، شناسایی را کلیدی هایویژگی
 دقت به دستیابی بر علاوه باید رویکردی چنین .دهد افزایش را تشخیص دقت چندمنبعی، اطلاعات از گیریبهره با و

 این در اساس، همین بر .باشد داشته نیز را محاسباتی پیچیدگی مشکلات و نامتوازن هایداده نویز، با مقابله توانایی بالا،
 هایمحدودیت رفع آن اصلی هدف که است شده ارائه پزشکی مهندسی حوزه در نوین ترکیبی روش یک پژوهش

 .است پیشین هایروش

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                               

1. spatial patterns 
2. temporal patterns 
3. bidirectional dependencies 



 9           ذرات ازدحام سازیبهینه الگوریتم و عمیق یادگیری ترکیبی چارچوب از استفاده با قلبی هایبیماری تشخیص دقت بهبود ،پورحسین

 پژوهش پیشینه
 در ایگسترده مطالعات قلبی، هایبیماری زودهنگام تشخیص اهمیت و بالینی هایداده روزافزون رشد به توجه با

 در فراابتکاری سازیبهینه هایالگوریتم و عمیق یادگیری ماشین، یادگیری هایمدل کارایی بررسی به اخیر هایسال
 بینیپیش برای هیبریدی چارچوب یک [۱5] در ،مثال عنوان به .اندپرداخته تشخیصی هایسیستم سرعت و دقت بهبود

 مورد زمانهم طوربه ،ECG هایسیگنال و بالینی هایداده شامل مکمل، مُدالیتی دو آن در که شد ارائه قلبی بیماری
 شبکه توسط ECG تصاویر از شدهاستخراج عمیق هایویژگی پژوهش، این در .است گرفته قرار استفاده

EfficientNetB0 و شودمی ادغام متصل کاملاا عصبی شبکه یک از حاصل جدولی هایداده بر مبتنی هایویژگی با 
 الگوریتم پیچیدگی، کاهش و مدل عملکرد بهبود برای .گرددمی تولید بیمار وضعیت از مشترک نمایش یک
 گرفته قرار استفاده مورد هایپرپارامترها تنظیم برای هم و کلیدی هایویژگی انتخاب برای هم ذرات ازدحام سازیبهینه
 در چشمگیری افزایش مودال،تک هایمدل به نسبت PSO با همراه مُدالیتی دو ترکیب که دهدمی نشان هایافته .است

 و داده چندمنبعی جوشیهم از برجسته اینمونه عنوانبه و کندمی ایجاد ROC منحنی زیر مساحت و حساسیت دقت،
 هیبریدی رویکرد یک [۱۶] در دیگر، پژوهشی در .شودمی مطرح پزشکی مهندسی در ازدحامی هوش هایالگوریتم

 و هاویژگی انتخاب برای PSO الگوریتم آن، در که شد ارائه قلبی بیماری بندیطبقه برای ماشین یادگیری حوزه در
 و سازیپاک شامل پردازشپیش انجام با نویسندگان .است شده گرفته کار به بندهاطبقه پارامترهای خودکار تنظیم
 بندهاییطبقه کنار در را آن و کردند استفاده هاویژگی از مؤثر ایزیرمجموعه انتخاب برای PSO از ها،داده سازینرمال
 به نسبت ML+PSO ترکیبی مدل که داد نشان نتایج .نمودند آزمایش تصمیم درخت و عصبی شبکه ،SVM مانند
 افزایش توجهی قابل طوربه را تشخیص کارایی و دقت کمتر، هایویژگی از استفاده با سازی،بهینه بدون هاینسخه

 یادگیری هایسیستم کارایی بهبود در فراابتکاری هایالگوریتم کاربرد مهم هاینمونه از یکی پژوهش این .دهدمی
 .است قلبی بیماری تشخیص برای ماشین

 ارائه حجیم هایداده در قلبی بیماری تشخیص برای هیبریدی عمیق یادگیری ورکفریم یک [۱7] در همچنین،
 یکپارچه ساختار یک در را سازیمدل و ویژگی انتخاب داده، پالایش شامل کلیدی مراحل از ایمجموعه که شد

 حذف k-means (IKC) بندیخوشه الگوریتم پیشرفته نسخه توسط پرت هایداده روش، این در .کندمی ترکیب
  RFE ویژگی بازگشتی حذف روش سپس .گردید برطرف هانمونه توازنعدم مشکل ،SMOTE از استفاده با و شد

 جهش با هیبرید ازدحامی هوش الگوریتم یک وارد آن خروجی و رفت کاربه مهم بالینی هایشاخص انتخاب برای
HMSI  عمیق شبکه توسط سپس بهینه هایویژگی این .بود ویژگی انتخاب سازیبهینه آن هدف که شد AttGRU 
 ML هایمدل سایر به نسبت بالاتری بسیار عملکرد AttGRU-HMSI ترکیبی مدل که داد نشان نتایج .شدند پردازش

 رویکرد یک عنوانبه ادبیات در پژوهش این .است یافته دست بالا F1-score و %۹5 حدود دقت به و داشته DL و
 [۱۸] دیگر ایمطالعه در .شودمی شناخته big data سناریوهای در قلبی بیماری خودکار تشخیص برای کارآمد

 هایالگوریتم و ماشین یادگیری پیشرفته هایروش ترکیب بر تمرکز با را CHD کرونر عروق بیماری بینیپیش
 توسط ویژگی انتخاب و SMOTE با هاکلاس توازنعدم رفع ها،داده سازینرمال با هاآن .شد بررسی سازیبهینه

 XGBoost، Random Forest شامل پیشرفته بندهایطبقه از ایمجموعه ،GA و PSO همچون هیبریدی هایروش
 مانند معیارهایی که داد نشان نتایج ها،خروجی ترکیب برای ensemble مدل یک ارائه با .کردند ارزیابی را SVM و

 سازیبهینه اهمیت دادن نشان در مهمی نقش پژوهش این .اندیافته افزایش توجهیقابل طوربه AUC و حساسیت دقت،
 کرده کسب مهمی جایگاه پزشکی مهندسی ادبیات در و دارد CHD بینیپیش در داده توازنعدم رفع و هاویژگی

 .است
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 ترکیب پایه بر که شد معرفی کرونر عروق بیماری تشخیص برای ایچندمرحله ویژگی انتخاب مدل یک [۱۹در ]
 ،z-Alizadeh Sani، Cleveland معتبر هایدیتاست از استفاده با هاآن .کندمی عمل PSO و ژنتیک الگوریتم
Statlog و Hungarian، اجرای با سپس و کرده حذف را زائد هایویژگی ابتدا GA و PSO ای،مرحله صورتبه 

 دقت و شد انجام CatBoost الگوریتم با نهایی بندیطبقه .کردند استخراج هاویژگی از بهینه کاملاا ایزیرمجموعه
 تریندقیق از مدل این .آمد دست به %37/۹۹ با برابر F1-score و %57/۹۸ ویژگی ،%۱۰۰ حساسیت ،32/۹۹%

 بهبود در فراابتکاری هایروش قدرت دهندهنشان و شودمی محسوب CHD تشخیص ادبیات در پیشنهادی هایسیستم
 PSO، GWO جمله از ازدحامی هوش هایالگوریتم بر تمرکز با [2۰] در نهایت، در .است ML هایسیستم عملکرد

 هایبیماری زودهنگام تشخیص برای ویژگی انتخاب در هاروش این نقش بررسی به ها،آن هیبریدی هاینسخه و
 Random و SVM همچون هاییبندطبقه ارزیابی و استاندارد هایدیتاست از استفاده با .پرداختند عروقیقلبی

Forest، گیر از بلکه دارند، بیشتری همگرایی سرعت تنهانه ازدحامی هایالگوریتم که است آن از حاکی هایافته 
 .کنندمی فراهم را بالاتری بسیار AUC و F1-score دقت، نتیجه در و کنندمی جلوگیری نیز محلی هایبهینه در افتادن

 مهندسی تشخیصی هایسیستم در swarm intelligence کارایی بررسی کلیدی منابع از یکی عنوانبه مطالعه این
 .شودمی شناخته پزشکی

 اند،داشته قلبی هایبیماری تشخیص هوشمند هایروش توسعه در مهمی نقش پیشین مطالعات کهآن وجود با
 ویژگی انتخاب سازوکارهای فقدان مودال،تک هایداده به وابستگی چون هاییمحدودیت با همچنان هاآن از بسیاری

 پذیریتعمیم در ضعف و عمیق، هایمعماری در برازشبیش بروز داده، هایناهنجاری و نویز به هامدل حساسیت بهینه،
 و عمیق یادگیری چندمعماری ترکیب از هاپژوهش از توجهی قابل بخش همچنین، .اندمواجه جدید هایداده به

 دوجهته و زمانی مکانی، پیچیده الگوهای زمانهم استخراج به قادر دلیل همین به و اندنبرده بهره فراابتکاری هایروش
 کاهش با بتوانند که دارد وجود هاییمدل توسعه به نیاز هنوز که دهدمی نشان هاچالش این .اندنبوده بالینی هایداده از

 اساس، این بر .دهند ارائه تریاعتماد قابل عملکرد اطلاعات، چندمنبعی ادغام و دقت بهبود پایداری، افزایش داده، ابعاد
 سازیبهینه الگوریتم و عمیق یادگیری بر مبتنی ترکیبی چارچوب یک ها،محدودیت این رفع هدف با حاضر پژوهش
 .شد خواهد معرفی تفصیلبه ادامه در که کندمی ارائه ذرات ازدحام

 روش
 چارچوب یک قالب در پژوهش این انجام فرایند .است شده انجام ۱۴۰3 سال در و بوده کاربردی نوع از حاضر پژوهش

 بر قلبی هایبیماری انواع تشخیص برای هوشمند مدل یک توسعه آن هدف که شد طراحی ایچندمرحله و مندنظام
 آغاز هاداده آوریجمع از فرایند این ،۱ شکل یا مطابق .بود تکاملی سازیبهینه و عمیق یادگیری هایروش ترکیب پایه
 یادگیری پیشرفته هایمدل از ایمجموعه آموزش به نهایت در و یافت ادامه ویژگی انتخاب و دقیق پردازشپیش با شد،

 مدل شود حاصل اطمینان که شد طراحی ایگونهبه کار انجام روش .گردید منتهی تجمیعی مدل یک ایجاد و عمیق
 تحلیل به پژوهش گام نخستین .کند عمل مطلوب سطحی در تعمیم قابلیت نظر از هم و دقت نظر از هم نهایی

 ویژگی ۱۴۱ دارای نمونه هر که بودند قلبی بیماران از نمونه ۸۰۰ شامل هاداده .یافت اختصاص بالینی دادهمجموعه
 هایویژگی دارویی، سوابق قلب، نوار اطلاعات فیزیولوژیکی، معیارهای آزمایشگاهی، هایشاخص شامل مختلف
 ناهمگونی و نویز، وجود مقادیر، پراکندگی ها،داده چندبعدی ماهیت .بود زندگی سبک عوامل و شناختیجمعیت

 نظر از هاداده بنابراین .کردمی آشکار را چندلایه و دقیق پردازشپیش فرایند یک از استفاده ضرورت هاگیریاندازه
 مانند آماری تخمین بر مبتنی هایروش از استفاده با گمشده یا نامعتبر مقادیر و شده بررسی درونی هایناهماهنگی
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 در مهمی نقش مرحله این .شدند اصلاح ایطبقه هایداده برای فراوانی بیشترین روش و میانه یا میانگین جایگزینی
 .کرد جلوگیری بعد مراحل به خطا انتقال از و داشت هاداده کیفیت ارتقای

1. Input cardiac clinical dataset (800 samples, 141 features) 

2. Preprocessing: 

2.1. Clean missing and invalid values 

2.2. Normalize all features (Min–Max scaling) 

2.3. Encode categorical features 

2.4. Split data into train/validation/test 

3. Correlation & Filtering: 

Remove highly correlated or low-variance features (initial reduction) 

4. Feature Selection using PSO: 

4.1. Initialize particle swarm (binary feature vectors) 

4.2. Evaluate each particle using a fast classifier 

4.3. Update pBest and gBest 

4.4. Select optimal subset of features 

5. Deep Learning Feature Extraction & Classification: 

5.1. CNN: learn local cross-feature patterns 

5.2. LSTM: learn sequential dependencies 

5.3. GRU: lightweight temporal modeling 

5.4. BiLSTM & BiGRU: bidirectional long-range feature learning 

6. Model Training: 

Train each model using selected features and validation monitoring 

7. Ensemble Decision Fusion: 

Combine model outputs using weighted averaging (ensemble) 

8. Output: 

Final cardiac disease prediction (class label + probability) 

 پیشنهادی الگوریتم کد شبه .1 شکل

 مختلف انواع به مبتلا بیماران از که است بالینی رکورد ۸۰۰ شامل پژوهش این در استفاده مورد دادهمجموعه
 دهندمی پوشش را قلبی بیماری نوع چهار رکوردها این .است شده گردآوری سالم افراد همچنین و قلبی هایبیماری

 هایشاخص شناختی،جمعیت متغیرهای از ترکیبی هاویژگی این .است پزشکی ویژگی ۱۴۱ دارای بیمار پرونده هر و
 اکوکاردیوگرافی هایشاخص ،(ECG) الکتروکاردیوگرام پارامترهای تخصصی، هایآزمایش نتایج فیزیولوژیکی،

 واقعی بالینی هایداده پیچیدگی دهندهنشان هاویژگی این در بالا تنوع و چندبعدی ساختار .هستند فرد بیماری سابقه و
 .است بوده ضروری ویژگی انتخاب هایالگوریتم و دقیق پردازشپیش هایروش کارگیریبه دلیل همین به است؛

 و پرت هایداده حذف گمشده، مقادیر رفع سازی،نرمال همچون مراحلی تحت مدل، به ورود از پیش هاداده
 دادهمجموعه این .شود فراهم عمیق یادگیری هایشبکه در هاآن از استفاده امکان تا گرفتند قرار هاویژگی کدگذاری

 برای همچنین .شود آموزش فرآیند در مدل سوگیری مانع تا است شده انتخاب متعادل صورتبه هانمونه توزیع نظر از
 نمونه 2۹۰ و آموزش برای نمونه 5۶۰ که، ترتیب این به :اندشده تقسیم بخش دو به هاداده مدل، عملکرد دقیق ارزیابی

 :دهدمی نمایش را دادهمجموعه اصلی مشخصات از ایخلاصه ۱ جدول .شد استفاده مدل آزمون برای
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 دادهمجموعه هایویژگی خلاصه .1 جدول

 مقدار توضیحات بندیدسته

 ۸۰۰ استفاده مورد هاینمونه کل تعداد رکوردها کل تعداد

 کلاس ۴ قلبی بیماری هایدسته تعداد بیماری هایکلاس تعداد

 ویژگی ۱۴۱ رکورد هر در پزشکی هایشاخص تعداد هاویژگی تعداد

 ای(رده + )عددی ترکیبی شناختیجمعیت اکو، ،ECG آزمایشگاهی، بالینی، داده نوع

 ۶۰۰ قلبی بیماری دارای هاینمونه تعداد بیماران تعداد

 ۲۰۰ قلبی بیماری بدون هاینمونه سالم افراد تعداد

 رکورد ۵۱۰ آموزش برای استفاده مورد تعداد آموزش هایداده سهم

 رکورد ۲9۰ آزمون برای استفاده مورد تعداد تست هایداده سهم

 شد انجام کدگذاری گمشده، مقادیر رفع ها،پرت حذف سازی،نرمال پردازشپیش مراحل

 
 هاآن ترینمهم از برخی .شودمی شامل را هاشاخص از ایگسترده دامنه دادهمجموعه این در موجود هایویژگی

 ها،بطن دیواره ضخامت ،ECG در ST وضعیت ،BMI قلب، ضربان تعداد خون، قند کلسترول، خون، فشار شامل
 تنوعی چنین وجود .است قلبی هایجراحی و آنژین قلبی، حملات سوابق و قلب ریتم نوع ،(EF) قلب جهشی کسر

 بالای حجم دلیل به .کندمی فراهم را پزشکی هایشاخص میان غیرخطی روابط و پیچیده الگوهای تحلیل امکان
 این .بود ضروری هاویژگی مؤثرترین انتخاب برای (PSO) ذرات ازدحام سازیبهینه الگوریتم از استفاده ها،ویژگی

 .کند استخراج را بیماری تشخیص برای کلیدی هایویژگی و کرده حذف را زائد هایویژگی توانست الگوریتم
 عمیق یادگیری هایمدل دقت بهبود و برازشبیش کاهش باعث آموزش، سرعت افزایش بر علاوه داده ابعاد کاهش

 .شد
 تمامی تا شد استفاده Min–Max سازینرمال فرایند از ها،ویژگی مقیاس در ملاحظه قابل تفاوت به توجه با

 سلطه از جلوگیری و عمیق یادگیری هایالگوریتم پایداری بهبود سبب کار این .شوند تبدیل یکسان بازه به هاویژگی
 تا شد محاسبه هاویژگی همبستگی ماتریس ها،داده ترعمیق تحلیل برای این، بر علاوه .شد هاویژگی برخی نامناسب

 ماهیت دلیلبه .شود فراهم اهمیتکم یا تکراری هایویژگی حذف برای زمینه و بررسی هاآن بین وابستگی میزان
 و شده محسوب اولیه ارزیابی یک صرفاا همبستگی بررسی غیرخطی، ساختارهای وجود و پزشکی هایداده پیچیده

 استفاده راتذ ازدحام سازیبهینه الگوریتم یعنی قدرتمند کمکی الگوریتم یک از هاویژگی مؤثرترین انتخاب برای
 از ایمجموعه تا شد اعمال فراابتکاری هوشمند روش یک عنوانبه PSO الگوریتم ویژگی، انتخاب مرحله در .شد

 ورودی ابعاد حداقل با را مهم الگوهای بتوانند عمیق یادگیری هایمدل و شود انتخاب تعدادکم و مؤثر هایویژگی
 اساس بر آن عملکرد و بود هاویژگی زیرمجموعه یک از نمادی PSO فضای در ذره هر مرحله، این در .کنند استخراج

 ایجاد برای هدف تابع این .شد ارزیابی شدهانتخاب هایویژگی تعداد و بندیطبقه دقت شامل ترکیبی هدف تابع یک
 و موقعیت مداوم روزرسانیبه با PSO .گردید طراحی مناسب دهیوزن با مدل دقت حفظ و ابعاد کاهش بین توازن

 متضمن که شد همگرا هاویژگی از ایمجموعه سمت به جمعی، و فردی تجربیات بهترین اساس بر ذرات سرعت
 که بود کلیدی ویژگی ۴5 تا 35 شامل ایمجموعه انتخاب مرحله این نتیجه .بودند عملکرد بهترین و خطا کمترین
 .رساندند حداقل به را مدل پیچیدگی حال عین در و داشتند قلبی هایبیماری تشخیص بر را تأثیر بیشترین
 معماری پنج شامل هامدل .شدند آماده عمیق یادگیری هایمدل به ورود برای هاداده ها،ویژگی شدن نهایی از پس

 و BiLSTM دوطرفه هایمدل و ،GRU و LSTM هایشبکه (،CNN) کانولوشنی عصبی شبکه :بودند اصلی
BiGRU. شدند انتخاب هاداده از خاص ایجنبه تحلیل هدف با هامدل این از هرکدام. CNN خود بالای توانایی با 
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 هایداده در نهفته الگوهای کشف برای مناسب ساختاری ها،ویژگی میان محلی روابط و مکانی الگوهای استخراج در
 قرار استفاده مورد هاویژگی بین طولی هایوابستگی تحلیل برای GRU و LSTM هایمدل مقابل، در .بود چندبعدی

 نیز BiGRU و BiLSTM دوطرفه هایمدل .هستند پیچیده درونی روابط دارای غالباا پزشکی هایداده زیرا گرفتند،
 بین روابط از تریعمیق ساختارهای توانستند و رفتند کار به عقب و جلو جهت دو هر در اطلاعات از گیریبهره جهت

 زیان تابع ،Adam سازبهینه الگوریتم شامل استاندارد تنظیمات از استفاده با هامدل تمامی .کنند استخراج را هاویژگی
cross-entropy معیار از برازش،بیش از جلوگیری برای .شدند داده آموزش آموزشی هایدوره از مناسبی تعداد و 

 یک ها،مدل ترکیبی قدرت از برداریبهره برای نهایت، در .شد استفاده یادگیری نرخ دهندهکاهش و زودهنگام توقف
 در آن عملکرد با متناسب مدل هر وزن که شد طراحی هامدل خروجی وزنی گیریمیانگین بر مبتنی تجمیعی ساختار

 پایداری و بینیپیش واریانس کاهش کلی، دقت افزایش باعث رویکرد این .بود شده تعیین اعتبارسنجی داده مجموعه
 ویژگی انتخاب مراحل ترکیب با که است یکپارچه چارچوب یک شده،ارائه کار روش .شد نهایی مدل العادهفوق

 مطلوب تعمیم قابلیت و بالا دقت با پزشکی تشخیص سیستم یک توانست عمیق، یادگیری هایمدل و PSO بر مبتنی
 .شود مطرح بالینی پیچیده هایداده تحلیل برای پزشکی مهندسی در موثر رویکرد یک عنوانبه و کند ارائه

 هایافته
 آموزش همچنین و ،PSO الگوریتم بر مبتنی ویژگی انتخاب و ابعاد کاهش پردازش،پیش مراحل اجرای از پس
 مجموعه روی بر جداگانه صورتبه مدل هر عملکرد شده،بهینه هایویژگی روی بر عمیق یادگیری مختلف هایمدل

 تحلیل قلبی، هایبیماری صحیح تشخیص در هامدل توانایی میزان ارزیابی مرحله این از هدف .شد بررسی تست
 مجموعه ابتدا .بود تجمیعی مدل اثربخشی بررسی نهایت در و عمیق یادگیری مختلف هایمعماری ایمقایسه
 و CNN، LSTM، GRU، BiLSTM هایمدل به بودند، شده انتخاب PSO الگوریتم توسط که هاییویژگی

BiGRU استفاده با .بود قلبی بیماری هایکلاس از یکی به نمونه هر تعلق احتمال شامل هامدل این خروجی .شد داده 
 مدل نهایی بینیپیش و شد تعیین تجمیعی ساختار در ترکیب برای مدل هر وزن اعتبارسنجی، بخش هایداده از

Ensemble معیارهای از هامدل از یک هر عملکرد بررسی برای .گردید محاسبه سامانه اصلی خروجی عنوانبه 
 درصد Accuracy معیار .شد استفاده F1-Score و  Accuracy، Precision، Recall شامل ارزیابی استاندارد

 هایینمونه میان از که کندمی بیان Precision معیار و دهدمی نشان کرده بندیطبقه درستیبه مدل که را هایینمونه
 از کندمی مشخص حساسیت یا Recall معیار .اندبوده بیمار واقعاا درصدی چه داده تشخیص بیمار را هاآن مدل که

 و Precision موزون میانگین نیز F1-Score معیار .اندشده شناسایی مدل توسط تعداد چه واقعی بیماران تمام میان
Recall  شودمی شناخته تریمناسب معیار عنوانبه باشند نامتوازن هاداده که شرایطی در و است. 

 دوطرفه هایمدل است، مشخص جدول در که گونههمان .است شده ارائه 2 جدول در هامدل نهایی نتایج
BiLSTM و BiGRU از زمانهم گیریبهره دهدمی نشان که اندداشته جهتهتک هایمدل به نسبت بهتری عملکرد 

 مدل همچنین .دارد دقت بهبود در مهمی نقش بالینی هایداده در هاویژگی بین عقببهرو و جلوبهرو هایوابستگی
CNN مربوط عملکرد بهترین .کند استخراج را هاویژگی میان مهم الگوهای توانسته هاداده ترتیبی غیر ماهیت وجود با 

 و دقت میزان بالاترین به اعتبارسنجی، عملکرد اساس بر دهیوزن و هامدل خروجی ادغام با که بود تجمیعی مدل به
F1-Score تیاف دست. 
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 تست مجموعه روی بر عمیق یادگیری هایمدل عملکرد نتایج .2 جدول

 Accuracy F1-Score مدل

CNN 9۱/۰ 9۰/۰ 

LSTM 93/۰ 9۲/۰ 

GRU 9۲/۰ 9۱/۰ 

BiLSTM 9۶/۰ 9۵/۰ 

BiGRU 9۵/۰ 9۴/۰ 

Ensemble 97/۰ 9۶/۰ 

 
 ارائه فردی هایمدل میان در را عملکردها بهترین از یکی درصد ۹۶ دقت با BiLSTM مدل ،2 جدول اساس بر

 ایدروازه هایسلول که است داده نشان و کرده کسب BiLSTM به نزدیک نتایجی نیز BiGRU مدل .است داده
GRU و درصد ۹7 دقت با تجمیعی مدل حال، این با .دارند بالایی بسیار کارایی پزشکی هایداده برای نیز F1-Score 

 از بخشی مدل هر که دهدمی نشان برتری این .کند عمل بهتر مستقل هایمدل تمام از است توانسته ۹۶/۰ با برابر
 .شودمی سیستم بینیپیش توان افزایش باعث هاآن ادغام و کندمی کشف را هاداده در موجود مهم الگوهای

 دقت افزایشی روند نمودار این در .شد ترسیم هامدل دقت مقایسه نمودار ها،مدل عملکرد بصری تحلیل منظور به
 که کندمی تأیید امر این .است مشاهده قابل تجمیعی مدل نهایت در و دوطرفه هایمدل سمت به پایه هایمدل از

 .است بوده تشخیصی عملکرد بهبود اصلی عامل ها،ویژگی بین تعاملات و زمانی الگوهای استخراج در بیشتر پیچیدگی
 اغتشاش ماتریس ،ROC منحنی شامل استاندارد معیارهای از ایمجموعه پیشنهادی، مدل عملکرد تردقیق ارزیابی برای

 بررسی جامع صورتبه سالم افراد و بیماران صحیح تشخیص در مدل توانایی تا شد محاسبه تکمیلی هایشاخص و
 .دارد سالم و بیمار هاینمونه میان بالایی بسیار تفکیک قدرت پیشنهادی مدل که داد نشان ROC منحنی تحلیل .شود

 کاهش در مدل توانایی بیانگر که است شده نزدیک نمودار چپ–بالا گوشه به توجهی قابل طوربه منحنی این شکل
 داد نشان مختلف هایمدل برای شدهمحاسبه AUC مقدار این، بر علاوه .است کاذب منفی و کاذب مثبت خطاهای

 مقادیر 3 جدول .دارد منفرد هایمعماری سایر به نسبت تردقیق و پایدارتر عملکردی پیشنهادی، تجمیعی مدل که
AUC هاستمدل سایر به نسبت تجمیعی مدل واضح برتری دهندهنشان که دهدمی نشان را استفاده مورد هایمدل: 

 مختلف هایمدل AUC مقدار .3 جدول

 AUC مقدار مدل

CNN ۸9/۰ 

LSTM 9۲/۰ 

BiLSTM 9۶/۰ 

 97/۰ (Ensemble) تجمیعی مدل

 
 منفی و مثبت هاینمونه تمایز در بالایی بسیار توانایی تجمیعی مدل که دهدمی نشان ۹7/۰ با برابر AUC تحلیل

 برای اغتشاش ماتریس ،ROC بررسی از پس .کندمی ارائه مطلوبی عملکرد هاآستانه از وسیعی طیف در و دارد
 دادند نشان آزمون هایداده از آمدهدستبه مقادیر .شد استفاده هانمونه صحیح بینیپیش در مدل رفتار وتحلیلتجزیه

 اندشده داده تشخیص بیمار درستیبه که هایینمونه تعداد ماتریس، این در .دارد متعادل و دقیق عملکردی مدل که
(TP)، اندشده داده تشخیص سالم درستیبه که سالم هاینمونه تعداد (TN) اشتباه تشخیص موارد همچنین و (FP) و 
(FN) اندشده مشخص. 
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 :است شده ارائه ۴ جدول در تجمیعی مدل اغتشاش ماتریس

 تجمیعی مدل اغتشاش ماتریس .4 جدول

 سالم :بینیپیش بیمار :بینیپیش 

 6 (FN) (TP) 142 بیمار :واقعی

 133 (TN) (FP) 9 سالم :واقعی

 
 خطاهای میزان و کند شناسایی درستیبه را بیماران عمده بخش است توانسته مدل که دهدمی نشان ماتریس این

 بیماران شناسایی عدم از جلوگیری در مدل قدرت دهندهنشان پایین FN مقدار .است بوده محدود بسیار تشخیصی
 در مدل پایداری دهندهنشان اندک FP تعداد همچنین .دارد حیاتی اهمیت پزشکی کاربردهای در که است واقعی

 ،Precision شامل تکمیلی هایشاخص ارزیابی، تکمیل منظور به .است سالم افراد برای اشتباه هشدارهای از جلوگیری
Recall، Specificity و F1-Score شده محاسبه اغتشاش ماتریس مقادیر اساس بر هاشاخص این .شدند محاسبه نیز 

 درست هاینمونه درصد بیانگر Precision مقدار .دهدمی نشان را مدل عملکرد از مهمی جنبه یک هر و
 .است واقعی بیماران شناسایی در مدل توانایی دهندهنشان Recall که حالی در است، بیمار عنوانبه شدهدادهتشخیص

Specificity و سنجدمی را سالم افراد صحیح تشخیص در مدل قدرت F1-Score موزون میانگین Precision و 
Recall آمده 5 جدول در هاشاخص این شدهمحاسبه مقادیر .دارد ایویژه اهمیت نامتوازن هایداده برای که است 

 :است

 تجمیعی مدل تکمیلی هایشاخص .5 جدول

 مقدار شاخص

Precision 9۴/۰ 

Recall (Sensitivity) 9۶/۰ 

Specificity 93/۰ 

F1-Score 9۵/۰ 

 
 نیز ویژگی و حساسیت نظر از بالا، دقت ارائه بر علاوه پیشنهادی مدل که دهدمی نشان هاشاخص این تحلیل
 توزیع دارای هایداده مدیریت در مدل توانایی دهندهنشان F1-Score بالای مقدار .دارد متعادل بسیار عملکردی

 سالم افراد اشتباه تشخیص از هم تواندمی مدل که دهدمی نشان Recall و Precision بالای مقدار و است نامتوازن
 ماتریس ،ROC نتایج ادغام مجموع، در .کند شناسایی کامل شکل به تقریباا را واقعی بیماران هم و کند جلوگیری

 عمیق یادگیری هایشبکه و PSO بر مبتنی تجمیعی روش که دهدمی نشان خوبیبه تکمیلی هایشاخص و اغتشاش
 کلاسیک هایروش از تنهانه مدل این .کند تحلیل کارآمد و دقیق صورتبه را بالینی هایداده پیچیده ساختار است قادر

 بنابراین، .دارد محسوسی برتری نیز عمیق یادگیری معماریتک هایمدل به نسبت بلکه دهد،می ارائه بهتری عملکرد
 پزشکی تشخیص هوشمند هایسیستم توسعه در اتکا قابل و قدرتمند ابزار یک عنوانبه تواندمی روش این از استفاده

 ویژگی انتخاب بر مبتنی پیشنهادی چارچوب که دهدمی نشان آمدهدستبه نتایج کلی، طور به .گیرد قرار استفاده مورد
 ارائه قلبی هایبیماری تشخیص در بالایی بسیار دقت تواندمی عمیق یادگیری پیشرفته هایمدل از استفاده و PSO با

 استفاده و شد، هامدل پایداری افزایش و نویز کاهش به منجر اهمیتکم هایویژگی حذف و داده ابعاد کاهش .کند
 نشان هایافته این .باشد داشته منفرد هایمدل به نسبت بیشتری تعمیم قابلیت پیشنهادی سیستم شد باعث تجمیعی مدل از
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 و تردقیق هوشمند تشخیص ابزارهای تواندمی پزشکی مهندسی حوزه در ترکیبی رویکردهای از استفاده که دهدمی
  .سازد فراهم را اعتمادتری قابل

 گیرینتیجه و بحث
 ازدحام سازیبهینه الگوریتم بر مبتنی ویژگی انتخاب روش ترکیب که داد نشان حاضر پژوهش از آمدهدستبه نتایج

 .باشد قلبی هایبیماری تشخیص برای مؤثر و قدرتمند رویکردی تواندمی عمیق یادگیری مختلف هایمدل با ذرات
 افزایش و غیرضروری هایهمبستگی کاهش زائد، هایویژگی حذف موجب PSO از استفاده با داده ابعاد کاهش
 سیستم نهایی دقت افزایش و برازشبیش از جلوگیری در مهمی نقش موضوع این و شد هامدل ورودی هایداده کیفیت

 بر هامدل تمرکز امکان بلکه داد کاهش را محاسباتی پیچیدگی تنهانه هاویژگی تعداد کاهش واقع، در .کرد ایفا
 دهدمی نشان پیشین هایپژوهش در شدهارائه هایروش تحلیل و بررسی .ساخت فراهم را مؤثرتر و معنادارتر الگوهای

 پیچیدگی بالینی، هایداده در نویز وجود ها،ویژگی تعدد همچون هاییچالش با همواره قلبی هایبیماری تشخیص که
 مطالعات از بسیاری در .است بوده مواجه کلاسیک هایمدل محدودیت و فیزیولوژیکی هایشاخص میان روابط

 معمولاا که است شده استفاده خطی هایمدل و تصمیم درخت لجستیک، رگرسیون مانند سنتی هایروش از گذشته،
 محدود بسیار پیچیده و غیرخطی الگوهای شناسایی در هاآن توانایی و شده گزارش درصد ۸5 تا 75 بین هاآن دقت
 و چندبعدی هایداده با مواجهه در و کنندمی عمل متغیرها میان خطی روابط مبنای بر عمدتاا هامدل این .است بوده

 یا سطحی عصبی هایشبکه از دیگر هایپژوهش برخی در .ندارند مطلوبی کارایی هاویژگیمیان هایوابستگی
 عملکرد حدودی تا هاروش این هرچند .است شده استفاده دستی ویژگی استخراج با همراه SVM بر مبتنی هایمدل

 در ناتوانی و مؤثر هایویژگی حذف خطر ها،ویژگی دستی مهندسی به هاآن شدید وابستگی اما اند،کرده ارائه بهتری
 ها،روش از گروه این در .شودمی محسوب هاآن مهم ضعف نقاط جمله از خام هایداده از عمیق الگوهای یادگیری

 هایروش از کمتر جدید هایداده و نویز برابر در مدل پایداری اما است، شده گزارش درصد ۹۰ تا ۸۰ بین معمولاا دقت
 هایداده تحلیل در گسترده صورتبه LSTM و CNN مانند هاییمدل عمیق، یادگیری ظهور با .است بوده عمیق

 برخی در و دارند سنتی هایروش به نسبت را تریپیچیده الگوهای کشف توانایی هامدل این .اندشده استفاده پزشکی
 استفاده عمیق مدل یک از تنها هاپژوهش این بیشتر حال، این با .اندکرده ارائه درصد ۹2 تا ۸۸ بین دقتی مطالعات

 همچنین .کنند استخراج را بالینی هایداده در پنهان الگوهای مختلف هایجنبه تمام اندنتوانسته دلیل همین به و اندکرده
 اندشده روروبه زائد هایهمبستگی و پرحجم هایداده با اغلب هامدل مناسب، ویژگی انتخاب روش یک نبود دلیل به

 مطالعات، این با مقایسه در .است شده برازشبیش احتمال افزایش و آموزش سرعت کاهش باعث موضوع این که
 (PSO) ذرات ازدحام سازیبهینه الگوریتم بر مبتنی ویژگی انتخاب یعنی—کلیدی مؤلفه دو ادغام با حاضر پژوهش

 .کند غلبه قبلی هایمحدودیت از بسیاری بر است توانسته—عمیق یادگیری معماری چندین از زمانهم استفاده و
 امکان و کرده تبدیل بهینه شکلی به را ورودی هایداده همبسته، و اهمیتکم هایویژگی حذف با PSO الگوریتم

 از ایمجموعه از گیریبهره دیگر، سوی از .است ساخته فراهم را اثرگذار واقعاا هایویژگی بر هامدل تمرکز
 هم بتواند مدل تا است شده موجب BiGRU و CNN، LSTM، GRU، BiLSTM شامل پیشرفته هایمعماری

 با تجمیعی مدل نهایت، در .کند استخراج را هاویژگی میان دوجهته روابط هم و زمانی توالی هم مکانی، الگوهای
 جهش یک قبلی هایروش تمام به نسبت که برسد درصد ۹7 معادل دقتی به است توانسته هامدل این خروجی ترکیب

 :است شده خلاصه ۶ جدول قالب در مقایسه این .شودمی محسوب توجه قابل
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 پیشین هایپژوهش با پیشنهادی روش مقایسه .6 جدول

 مدل نوع استفاده مورد رویکرد
 انتخاب روش

 ویژگی

 دقت
 شدهگزارش

 ضعف نقاط
 پژوهش با مقایسه

 حاضر

 Logistic) سنتی هایروش

Regression, Decision 
Tree) 

 کلاسیک هایمدل
 با یا بدون

 ساده هایروش
7۵% – ۸۵% 

 روابط تحلیل در ناتوانی
 به حساسیت غیرخطی،

 نویز

 از ترضعیف بسیار
 حاضر روش

 سطحی عصبی هایشبکه
(MLP) 

 PCA ۸۲% – ۸۸% یا دستی ساده عصبی شبکه
 محدودیت برازش،بیش
 عمیق یادگیری در

 ترپایین عملکرد
 روش به نسبت

 حاضر

 عمیق معماریتک هایمدل
(CNN، LSTM) 

 عمیق مدل یک
 بدون اغلب
 ویژگی انتخاب

۸۸% – 9۲% 

 الگوهای ناقص پوشش
 یک به وابستگی پنهان،

 شبکه

 با حاضر روش
 مدل چند تجمیع
 است تردقیق

SVM + دستی مهندسی 
 ویژگی

SVM 
 انتخاب یا فیلتر

 آماری
۸۰% – 9۰% 

 دستی، مهندسی به نیاز
 خودکار یادگیری عدم

 حاضر روش
 تردقیق و خودکار

 شبکه بدون تکاملی هایمدل
 عمیق

GA یا PSO + بندطبقه 
 کلاسیک

 ویژگی انتخاب
 مناسب

۸۵% – 9۱% 

 بندهایطبقه ضعف
 هایداده در کلاسیک

 پیچیده

 نظر از حاضر روش
 است برتر دقت

 پیشنهادی روش
Ensemble CNN + 
LSTM + GRU + 

BiLSTM + BiGRU 
PSO 97% عملکرد بهترین پردازشی توان به نیاز 

 
 قابلیت پایداری، نظر از بلکه دقت، نظر از تنهانه پژوهش، این پیشنهادی روش که دهدمی نشان مقایسه این نتایج

 در شدهبررسی هایروش تمام به نسبت بهتری عملکرد داده ابعاد کاهش و پیچیده الگوهای تحلیل توانایی تعمیم،
 چارچوب یک چندمعماری، عمیق یادگیری هایمدل و PSO ترکیبی رویکرد از استفاده .دارد گذشته هایپژوهش

 هوشمند تشخیص ابزار یک مدرن، هایروش از بسیاری حتی و سنتی هایروش به نسبت تواندمی که کرده ایجاد جامع
 جهت در مؤثر گامی رویکرد، این که دهدمی نشان روشنیبه شدهانجام مقایسه .دهد ارائه مندتردقت و اعتمادتر قابل

 مزیت چند پژوهش این پیشنهادی رویکرد .شودمی محسوب قلبی هایبیماری تشخیص هوشمند هایسیستم توسعه
 این که شد اهمیتکم هایویژگی حذف و ابعاد چشمگیر کاهش موجب PSO کارگیریبه آنکه نخست .دارد مهم
 هایمعماری از استفاده به مربوط دوم مزیت .بخشید بهبود نیز را هامدل دقت آموزش، سرعت افزایش بر علاوه امر

 روابطی دارند؛ را بالینی هایویژگی بین پیچیده و غیرخطی روابط استخراج توانایی که است عمیق یادگیری پیشرفته
 توانست که است تجمیعی مدل از استفاده به مربوط سوم مزیت .نیستند هاآن شناسایی به قادر سنتی هایروش اغلب که

 از گیریبهره همچنین .کند تولید پذیرترانعطاف و تردقیق پایدارتر، سیستم یک مدل، هر قوت نقاط از گیریبهره با
 .باشند برخوردار مناسبی تعمیم قابلیت و اعتبار از هامدل نتایج شد باعث بالینی واقعی هایداده

 وابستگی هامحدودیت از یکی .هست نیز هاییمحدودیت دارای پیشنهادی رویکرد توجه، قابل هایمزیت کنار در
 بالینی اطلاعات ثبت در یکنواختی عدم یا نویز خطا، وجود که معنا این به است؛ ورودی هایداده کیفیت به سیستم

 ویژگی انتخاب در بالایی توانایی PSO الگوریتم هرچند این، بر علاوه .دهد قرار تأثیر تحت را هامدل عملکرد تواندمی
 توان نیازمند است ممکن بزرگ بسیار هایداده روی آن اجرای و باشد برزمان تواندمی آن سازیبهینه فرایند اما دارد،

 هاآن آموزش و هستند محاسباتی پیچیدگی دارای ذاتی طوربه عمیق هایمدل دیگر، سوی از .باشد بیشتری پردازشی
 مدل اینکه با همچنین .دارد نیاز توجهی قابل افزاریسخت منابع به زیاد پارامترهای با یا بزرگ هایدادهمجموعه در
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 تلفیق زیرا دهد، کاهش حدی تا را سیستم تفسیرپذیری است ممکن ساختار همین اما داد، ارائه بالایی دقت تجمیعی
 روش که گرفت نتیجه توانمی مجموع در .شود ترپیچیده سیستم داخلی رفتار تحلیل شودمی سبب مدل چند خروجی
 عمیق، یادگیری قدرتمند هایمدل و PSO بر مبتنی ویژگی انتخاب از گیریبهره با پژوهش، این در شدهارائه ترکیبی

 سازیبهینه را داده ابعاد توانست تنهانه رویکرد این .است کرده ارائه قلبی هایبیماری تشخیص در موفقی بسیار عملکرد
 هاییافته .آورد دستبه بالینی بندیطبقه در را ممکن نتایج بهترین پیشرفته، معماری چندین از گیریبهره با بلکه کند،

 پزشکان، از پشتیبانی در مهمی نقش تواندمی هوشمند یارتصمیم هایسیستم از استفاده که دهدمی نشان آمدهدستبه
 هایدادهمجموعه از آینده هایپژوهش در شودمی پیشنهاد .کند ایفا انسانی خطای کاهش و زودهنگام تشخیص

 استفاده نیز Transformer بر مبتنی هایمدل مانند ترعمیق هایمعماری و بیشتر پذیریتوضیح هایروش تر،بزرگ
 .یابد ارتقا پیش از بیش تشخیصی سامانه اعتماد قابلیت و کارایی تا شود
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